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PREFACE

This study was initiated by the Air Force Avionics Laboratory,
Wright-Patterson Air Force Base, Ohio, to investigate enhanced synthetic
aperture radar operator performance through better utilization of sensor
dynamic range, The research was conductedj‘by the Display Systems
Department of Hughes Aircraft Company, Culver City, California, under USAF
contract F33615-76-C-1115. The contract was initiated under Project 7622,
Synthetic Aperture Radar Operator Performance, Task 01.” Mr. F. P,

‘ Johnson (AFAL/RWM-5) was the Air Force Project Engineer during the early

formative stages of the program; Mr. E. Zelnio (AFAL/RWM-5) took over as
Air Force Project Engineer during the remaining phases of the program,
Mr, M. L. Hershberger of Hughes Aircraft Company was Project Manager,
and Mr, E,J. Dragavon was Project Engineer. The research sponsored by
this contract was initiated March 1976 and completed February 1977. This
report was submitted by the authors April 1977,

The authors gratefully acknowledge the assistance of Mr. P, W, Gregory

of Hughes Aircraft Company for the computer programming and image proc-

essing of the monochromatic enhancement techniques.
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1.0 INTRODUCTION AND SUMMARY

INTRODUCTION

The continuing development of air-to-ground synthetic aperture radar
systems provides significant potential for all-weather radar strike and
intelligence collection., Whether this potential is exploited will depend on
whether the performance capabilit, of the radar can be utilized by the system
operator in his effort to detect and recognize targets.

The target detection and recognition process can be viewed as an
information channel consisting of several components. Each of these com-
ponents shape overall system performance. The radar acts as an informa-
tion source. If for some reason the radar produces signal information that
is not passed along to the operator, the pe rformance potential of the system
is reduced. Thus, the effectiveness of the entire system will be constrained
by the information transmission properties of limiting apertures in the system.

Synthetic aperture radars produce ground map image data with a
radar signal return dynamic range that is typically in excess of 10, 000, 000
to 1. In comparison, conventional display media possess far less dynamic
range, typically on the order of 1,000 to 1 for photographic film and 100 to
1l for cathode ray tube displays. The human visual system has an overall
luminous intensity dynamic range of 10 billion to 1. However, instantaneous
human visual dynamic range is on the order of 500 to 1. Itis this instan-
taneous visual dynamic range that is important in real- and near-real~time
sensor display systems,

The most effective use of synthetic aperture radar (SAR) may well be
limited by 1) the inability of display devices to present the large SAR dynamic
range, and 2) the restricted instantaneous dynamic range of the human visual
system to perceive the large SAR dynamic range. Traditional approaches to
this problem have used linear gamma compression, where one intensity level

on the display is used to present a span of adjacent intensities in the incoming

*w.—u——muu““ o




radar signal, or gamma shaping i. e. concentrating the entire presentation
range of the display in a dynamic range region of the radar signal space, The
first of these approaches results in a loss of detail in the presented image,
while the latter disregards or highly compresses an entire region of signal
intensities, Clearly, neither of these fixed gray shade transformation
approaches fully exploits the capabilities of the sensor.

The objective of the work reported here was to explore methods of
more purposeful assignment of incoming radar signal intensity information
to limited display capability, A basic assumption was that the radar operator
couid use the information contained in the large radar dynamic range if it
could be displayed in some manner. Evidence to support this assumption can
be found in Humes, Craig, Poplawski, Guerin, and Hershberger, 1974; and

Lamonica, 1975.

SUMMAR Y

Three avenues of investigation were pursued during the course of the
study program. These were 1) monochromatic adaptive gray shade trans-
formations, 2) pseudocolor encoding of SAR dynamic range, and 3) feature
analytic techniques. The source SAR image data was 20-foot resolution, 4-
look radar from the Forward- Looking Advanced Multimode Radar (F LAMR)
system on magnetic tapes supplied by the Air Force. Computer processing
was performed to investigate various SAR dynamic range enhancement
techniques in each of the three areas of investigation. The techniques tried
and the results obtained are described below. Although the investigation of
feature analytic techniques was preliminary in nature, the results were all

positive, and therefore these techniques show the most promise.

Monochromatic Enhancement Techniques

Eleven adaptive gray shade processing techniques were evaluated.
Some of the techniques had been previously developed for other sensors,
and some of the techniques were developed specifically for SAR during the
program. Most of the enhancement techniques were one-dimensional (the
SAR range image dimension). Table 1 lists the 11 adaptive gray shade
techniques evaluated. Section II of this report describes in detail each of

the 11 techniques and the results obtained with each.




TABLE 1. MONOCHROMATIC PROCESSING TECHNIQUES

Local area brightness and gain control

Local area histogram equalization

One-dimensional Haar Stockham nonlinear filter
One-dimensional Haar nonlinear crispening fiiter
One dimensional Haar linear high pass filter
One-dimensional Haar linear crispening filter
One-dimensional Fourier modified crispening filter
One-dimensional Fourier multilobe filter
One-dimensional Fourier multinotch filter
Two-dimensional Fourier modified crispening filter

Two-dimensional Fourier matched filter

Of the seven one~dimensional techniques evaluated, the Fourier
modified crispening filter produced the best results, Figure 1 shows two
FLAMR SAR images processed with the one-dimensional Fourier modified
crispening filter, Comparing the original unenhanced images to the enhanced
images, improved edge sharpness and contrast are apparent., Amplification
of image noise that occurred with the unmodified crispening filter was also
considerably reduced with the modified crispening filter,

Since the Fourier modified crispening filter gave the most improve-
ment in SAR ima ge quality of any of the one-dimensional techniques, the
two-dimensional version of the Fourier modified crispening filter was imple~
mented., Except for some intensity smearing problems that can be handled
by thresholding prior to filtering, the two-dimensional filter produced
increased enhancement effects, Figure 2 shows the two FLAMR images
processed with the two-dimensional Fourier modified crispening filter.

Although the 11 monochromatic enhancement techniques had the
intended effects on the SAR images, and generally the observed effects were
desirable, the effects were judged to be of insufficient magnitude to yield
any measurable improvement of operator performance. Such techniques are

therefore not recommended for high resolution SAR tactical target acquisition

systems,
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Pseudocolor Enhancement Techniques

SAR images possess no irhherent color properties; hence, using
color to display SAR images is referred to as pseudocolor encoding. Seven
pseudocol:)r SAR encoding techniques were evaluated. The.seven techniques,
listed in Table 2, were placed info three categories: 1) one- and two-color
intensity coding, 2) three-color intensity coding, and 3) hue coding and
saturation coding. The use of color was investigated both independent and
redundant to luminous intensity as a means of presenting large dynamic

range SAR video.

TABLE 2, PSEUDOCOLOR ENCODING TECHNIQUES

One-color continuous intensity coding
Two-color discontinuous intensity coding
Two-color conftinuous intensity coding
Three-color discontinuous intensity coding
Three-color continuous intensity coding
Hue coding

Saturation coding

The color work was done'using the Aerojet color CRT display and
associated image memory, cologj map memory, and computer software at
the University of Southern California Image Processing Laboratory. FLAMR
SAR image data on magnetic tape again was used as the source radar maps.
Appropriate distortion compensation techniques were employed in the gener-
ation of the color SAR images on the CRT and on color film. Section III of
this report describes in detail each of pseudocolor encoding techniques and
the results obtained.

Hue encoding produced the most positive results of the seven pseudo-
color techniques evaluated, Two FLAMR SAR images processed by the hue
encoding technique are shown in Figure 3, Besides being aesthetically
pleasing, color differences appear to accentuate some of the features in the
SAR scene, such as the river from its banks, It also appears that radar

return intensity differences are easier to see in the color image.




ORIGINAL ENHANCED

ORIGINAL

Figure 3. Hue encoded SAR images.




Although hue pseudocolor encoding seems to enhance SAR images,
it is difficult to say how much operator performance improvement might
be achieved with hue encoding., Our best estimate is that little improvement
in operator tactical target acquisition performance would be realized. The

best potential, we believe, lies in the area of detailed intelligence extraction,

Feature Analytic Techniques

The objective of feature analytic techniques is to search for pro-
perties in ar image which are attributed to targets of a specific type. Auto-
matic processing is done during the search process, and if enough properties
of a given target are found, a human observer may be cued to the area on a
displayed sensor image. Such feature analytic techniques applied to SAR
could result in substantial reduction in tactical target acquisition time and
increased probability of acquisition, An initial examination of SAR feature
analytic techniques was the final task in this program, The key element in
successful application of feature analytic techniques is the definition and
selection of feature me asurements to be made. This initial effort therefore
concentrated on feature definition.

A scene analysis software package developed at Hughes provided the
basic tools. Special SAR tactical target images were created by imbedding
tactical targets (SAM site, AAA site, vehicle convoys) in a FLAMR back-
ground image. The mathematical feature analytic operators examined
included: a statistics operator, edge detection operators, and a moment
operator,

The size of the standard deviation and the distance between the local
mean and the local minimum and maximum radar return intensity values were
found to be useful statistical operators to distinguish image areas containing
targets from image areas without targets. A Roberts edge detector operator
was found to consistently detect targets even when the target-to-background
contrast was reduced. The Roberts operator proved to be superior to the
more complex Sobel and Hueckel operators., The moment operator, using
the ratio of the moment about the horizontal to the moment about the vertical
dimension of targets, provided data that distinguished the SAM and AAA sites
from the convoys,

Based on the results obtained with the three types of feature analytic

operators tested with synthetic aperture radar, the eventual reality of such




an approach appears promising. The work performed in this program was
only a first step, but the results were all positive. Although an operational
SAR feature analyzer will require considerable development beyond what

was done in this program, the potential payoff should be worth the investment.
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2,0 MONOCHROMATIC ENHANCEMENT TECHNIQUES

BACKGROUND

The objective of this study was to investigate methods to achieve 3

better utilization of the wide dynamic range of synthetic aperture radar
(SAR) video. The class of black and white processing techniques discussed
in this section were aimed at finding a process which would extract the most f
significant video intensity information and would present this information
within a limited display dynamic range.

Digitally processed SAR video has a dynamic range much greater than
can be instantaneously displayed on a monochromatic cathode ray tube (CKT)
or a black and white film transparency, Thus, a linear mapping from radar a
return strengths to displayed brightness will be limited in one of the follow- :
ing ways: 1) potentially meaningful increments in radar signal strength are
not perceivable on the display, or 2) lower or upper bound thresholding must
be applied to the radar dynamic range. In either case, the full radar dynamic

range is not displayed in a manner that the observer can utilize it.

Taking the logarithm of the radar return strength prior to a linear
mapping to displayed brightness values will alleviate the thresholding prob-

lem somewhat. A penalty for taking the logarithm is that the range of return

P

strengths corresponding to bright shades of gray is much larger than that
corresponding to dark shades of gray, so that discrimination of small abso-
lute variations in radar return strength is not uniform across the entire
range of return strengths.

A logarithmic radar return strength to display brightness mapping

s A e Sl e b LT

with variable lower threshold and gray shade per decibels slope, as illus-

TS

trated in Figure 4, was implemented in the Forward Looking Advanced Multi- f
mode Radar (FLAMR) system. Two FLAMR SAR images are shown in Fig-
ure 5. The FLAMR radar was the source of the synthetic aperture radar
(SAR) digital image data used in this program.
As a part of the FLAMR program, experiments were performed
which investigated the effects of variations in the lower threshold and the

gray shade slope on SAR image quality. Experience with FLAMR and other
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radar systems indicates that simple gray shade transformations offer limited

potential for optimum utilization of SAR dynamic range.

APPROACH

Fixed gray shade transformations as a class have the disadvantage
of not taking into account the nature of the scene being imaged and the char-
acteristics of the target(s) of interest. In this program, selected existing
and new adaptive gray shade processing techniques were investigated. The
approach was to implement each processing technique in non-real-time on a
general purpose digital computer. Original FLAMR SAR images supplied
in digital form on computer compatible magnetic tape by the Air Force were
processed according to the desired algorithm. The processed images were
then written on a magnetic tape, and each image was digitally recorded on
a film transparency.

The original images were either FLAMR scenes processed with the
gray shade mapping shown in Figure 4, or the digital image data with pre-
processing applied as described below. The latter originals were generated
so that any differences due to different film types and/or different film proc-

essing would be minimized.
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a. 'Bridge-scene

Figure 5. Example SAR scenes processed with standard
FLAMR mapping algorithm.
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Preprocessing

P Twenty-one SAR images of various types of terrain from a FLAMR
flight test program were supplied by the Air Force. The SAR image data

was 20-foot resolution with 4:1 overlay (multiple looks). Table 3 lists the
set of SAR images which were made available in digital form. The digital
data were in the form of arrays of eight filter bins by 384 range bins,

arranged sequentially on the magnetic tape as follows: eight doppler filter

TABLE 3, FLAMR IMAGE DATA

7-Track Number
Image Frame Computer File Scan of
No. Flight No. Tape No. No. Direction Arrays
201 21 024 4027 1 R-L 176
202 21 072 4027 2 ReL 177
203 21 215 4027 3 L-R 176
% 204 24 012 4027 4 Rl 176
205 24 034 4027 5 L-R 176
206 24 041 4027 6 R-L 176
207 24 057 4054 1 R-L 176
208 24 075 4054 2 R+1, 176 |
209 25 034 4054 3 L-R 176 i
210 25 061 4054 4 R-L 176 q
211 26 452 4054 5 RslL 176 :
212 27 113 4054 6 R«L 176 ]
213 27 062 4054 7 KL 176 i
214 26 257 4054 8 R-L 176 ‘
215 24 047 4055 1 R-L 176 §
; 216 25 024 4055 2 R-L 176 ;
217 27 066 4055 3 R-L 172 i
218 27 065 4055 4 L-R 176 i
219 34 120 4055 5 R-L 176
| 220 43 102 4055 6 L-R 176
. EaS 221 39 015 4055 7 L-R 176

| I o 15 H




outputs corresponding to the first range bin, then eight filter outputs corre-
sponding to the second range bin, and so on. After the eight filter outputs
which corresponded to the 384th range bin, the next array of 8 by 384 points
began. Each data point was a 24-bit word, of which only the 8 least signi-
ficant (rightmost) bits were used. The 8 data bits were a binary number
which represented eight times the logarithm to base 2 of the magnitude of
the output of the doppler filter.

The preprocessing was accomplished as follows. The log filter
magnitude data were read into the computer from magnetic tape, one array
at a time. Each data array was decoded and stored into a two-dimensional
array. Following the decoding, the data were raised to the appropriate

power of 2 to convert to filter magnitudes. The data were then ready to be

(s

overlayed. The decision to perform the overlay in the actual filter magni-
tude domain rather than in the log filter magnitude domain was reached as
follows. The FLAMR processor normally performed the log operation on :
the filter magnitude data and the overlay in the log filter magnitude domain. :
If a contrast enhancement or dynamic range utilization technique could be
found which would effectively use the dynamic range of the actual filter mag-
nitudes, it might be possible to avoid the log operation. On the FLAMR
program, the overlay has been performed in both domains, and little differ-
ence exists for most scenes. :
The next array of log filter magnitude data was read from the mag-
netic tape, decoded, and stored into a second array. The data in the array i
were also converted to filter magnitude by exponentiating. The data in the
first array for doppler filters 1 and 2 were transferred to temporary storage i
arrays, and filters 3 through 8 were transferred one at a time to positions
1 through 6, respectively. Doppler filters 7 and 8 in the first array were
then zeroed out. The filter magnitude data from the second array were then
added to the corresponding shifted data in the first array. The data in the
temporary arrays were then output to the disk for storage; Following this
step, another array of log filter magnitude data was read into the second
array, and the process was repeated until all data arrays in the image file
on the tape had been read. At this point, the data in first array filter posi-
tions 1 and 2 were output to disk storage. )




This process achieved the desired 4:1 overlay with 354 image lines
‘ of 384 range bins each created in a disk file for each image file of 177 filter
arrays on the magnetic tape. Actually the first six image lines were not
fully overlayed and were deleted; the resulting original image size on the
disk was therefore 348 lines of 384 pictures elements per line.

The data in the disk files were represented as 32-bit floating point
real numbers. Since fast Fourier and Haar transform techniques require
data arrays whose length is a positive integral power of 2, the processing
program was designed to operate on a 256 by 25€ sub-array of picture ele~
ments (pixels) contigously located anywhere within the original 348 by 384

image data array.

Postprocessing

The original SAR image data were stored on a disk in floating point
format to obtain maximum precision in subsequent processing without the
need to change data formats during each processing run. Image processing
techniques implemented at Hughes prior to the present contract, however,
were set up to accept fixed point image data and could not easily be modified
to accept floating point data. In either case there was a need to perform a
floating point to fixed point data format conversion with 8 bits employed in
the fixed point format. In the case of the prior processing techniques, this
was necessary before they could be applied to the SAR data. In the case of
the newly developed techniques, conversion was necessary after processing
to display the processed image on film, because the film recording program
accepted only 8-bit fixed point data.

The format conversion process referred to as postprocessing is an
optimally scaled signed logarithmic mapping. The image array to be con-
verted is first scanned by the computer, and four quantities are determined.
The largest value of all the image data points is denoted by FMAX; the
algebraically smallest value of all the image data points is denoted by FMIN,
The smallest positive value of all the image pixels is FMINP; and the alge-
braically largest negative value of all the image pixels is FMAXN., Some !
processed images had negative pixel values, because the filter characteris- '
tic employed removed significant amounts of the dc, or average, component
of the image. Because of the large dynamic range of the processed pixel
values, a simple biasing of the processed pixels by the magnitude of the
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algebraically smallest pixel value to insure pixel positivity prior to a
logarithm operation would not suffice, This was due to dynamic range lim-
itations of the floating point representation in the Sigma 5 computer used
for processing. If an image had no negative pixels, FMINP was equal to
FMIN, and FMAXN was set equal to -107,

A scale factor FSCALE was then defined to be the minimum of FMINP
and the absolute value of FMAXN, i.e., FSCALE was the distance from zero
to the nearest of FMINP and FMAXN. The positive logarithmic range of
values, denoted by RANGEP, is then 1°g10 F—gg%%%, and theRnhiﬁztive
logarithmic range of values, denoted by RANGEN, is loglo FSCALE '
where RMIN is the absolute value of FMIN, The total logarithmic range of
values, denoted RANGE, is the sum of RANGEP and RANGEN, RANGEP
and RANGEN were always positive quantities, and RANGEN was zero if the
image had no negative pixels, since in that case FSCALE was equal to FMIN
and FMINP,

The quantity RANGE was then divided by 255, and this defined a
quantity SLOT. Dividing RANGEN by SLOT and rounding to the nearest
integer produced a quantity called KBIAS. which was the fixed point value
which would be assigned to an image pixel of value zero. By construction,
however, no image pixels had values between -FSCALE and +FSCALE, The
signed logarithmic mapping then proceeded as follows. Assume a given
image pixel has value V. If V was less than or equal to -FSCALE, its
mapped value M was given by

-V

19810 FSCALE

M = KBIAS - SLOT

rounded to the nearest integer. If V was greater than FSCALE, then M was
given by

1 ST A
810 FSCALE

again rounded to the nearest integer. The mapped values M were in the
range from zero to 255,

With the foregoing understanding of preprocessing and postprocessing
operations, we can describe the various monochromatic processing tech-
niques evaluated.
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IMAGE PROCESSING TECHNIQUES EVALUATED

Based on our inference that successful SAR gray shade enhancement
techniques must be selective or adaptive in some sense, all of the mono-
chromatic processing techniques which we examined possessed some form
of image dependence property. The form of image dependence ranged from
adaptation based on local image statistics to enhancement of selected spatial
frequencies associated with a particular anticipated target size. Table 4
lists the monochromatic (black and white) processing concepts which were

examined.

TABLE 4. MONOCHROMATIC PROCESSING TECHNIQUES

Local Area Brightness and Gain Control

Local Area Histogram Equalization

One-Dimensional Haar Stockham Nonlinear Filter
One-Dimensional Haar Nonlinear Crispening Filter
One-Dimensional Haar Linear High Pass Filter
One-Dimensional Haar Linear Crispening Filter
One-Dimensional Fourier Modified Crispening Filter
One-Dimensional Fourier Multilobe Filter
One-Dimensional Fourier Multinotch Filter
Two~Dimensional Fourier Modified Crispening Filter

Two~Dimensional Fourier Matched Filter

Local Area Brightness and Gain Control

The method of local area brightness and gain control (LABGC) is
based on the fact that target-to-background contrast has a significant effect
on detection probability and time to detect. The additional observation that
background characteristics in the immediate vicinity of the target are more
important than global background properties, particularly for small tactical
targets, leads to the desire to improve local target-to~-background contrast.
This is the intent of the LABGC technique.,

Local area brightness and gain control is achieved by sliding a small
""window'' through the image and adjusting the gain and brightness of the

center element of the window., Figure 6 depicts this window which was

chosen to be 9 pixels by 9 lines. If the gain function applied to the window
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ENTER
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Figure 6. Sliding window
for local area brightness
and gain control.

center element is inversely proportional to the local standard deviation, as
illustrated in Figure 7, the desired effect is achieved, ' One way to apply

this gain is about the local statistical mean of the video. This causes a
problem, however, in that certain pixels may exceed the bounds of maximum
black or maximum white. This problem can be overcome by applying bright-
ness control to bring the pixel intensities back within bounds. Figure 8b illus-
trates the application of video gain about the local mean to improve contrast,
Figure 8c shows the application of the brightness control to avoid saturation,
The combination of a gain function based on the local standard deviation and

a brightness bias control comprise the LABGC contrast enhancement

technique.

GAIN

S6iv/2080Q

SLOPE = -K

STANDARD DEVIATION

Figure 7. Gain as a function of standard deviation
within sliding window.
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Within the 9 by 9 sliding window the mean and standard deviation are
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where I (i, j) is a pixel intensity within the sliding window. The gair function

i is given by
GAIN =G = A - KS,

where A is the upper limit of the gain, K is the slope of the function, and S
is the standard deviation within the window. If G < 1, then G is set to 1.

The value of the brightness bias control is the distance that the video distri-~
bution extends beyond maximum black or maximum white, whichever happens
to be applicable.

There are a number of parameters associated with the LABGC tech-
nique; among them are horizontal and vertical window size, maximum gain,
cutoff standard deviation, shape of the gain function, and so forth. The
effects of these and other parameters on the degree of contrast enhancement
have been studied. The overall conclusion is that the technique is not sen-
sitive to variations, within reasonable limits, of parameter values. Thus
the results of LABGC processing of SAR images reported here are repre-
sentative of the capabilities of the technique.

Since the computer program which performed LABGC in non-real-
time already existed and required the input image to be in a 6~bit per pixel
format, the logarithmic postprocessing technique described earlier was
first applied to the original images. This produced image data with 8 bits
per pixel, Figure 9 shows two scenes (bridge scene and train scene) with the
8-bit logarithmic postprocessing applied. These are the original unenhanced
images against which the enhancement techniques will be compared. The 6 3
most significant bits of the 8 bits in these images were used as input to the
LABGC program. Its output, also at 6 bits per pixel, was multiplied by four,
so as to occupy 8 bits per pixel and therefore be comparable in potential i
dynamic range to the originals in Figure 9. The scenes resulting from LABGC’
processing are shown in Figure 10, In this section, the figures which show
the enhanced SAR images contain four images: the bridge scene and the
train scene, both unenhanced and enhanced.

The LABGC technique was successful in improving target-to-back-
ground contrast in local areas, This can be seen along the edges of the
river in both scenes. However, the land areas which appear fairly uniform
in intensity in the unenhanced images have a more grainy character, and

several areas, particularly in the bridge scene, appear to contain potential
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a. Bridge scene.

b. Train scene.

Figure 9. Eight-bit loga-
rithmically mapped original
SAR images.
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Figure 10, Local area brightness and gain
control enhancement.
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small targets where there were none in the unenhanced image. This clutter
' amplification effect would probably negate any potential target detection per-
formance improvement from contrast enhancement by requiring the operator

to consider and decide upon a greater number of non-target objects,

Local Area Histogram Equalization

Local area histogram equalization (LAHE) enhances the relative con-
tribution of small target areas by reducing the size of the instantaneous data
base on which the algorithm operates. This is accomplished by processing
data within a "windowed'' sub-image, and by stepping the "'window'’ horizon-
tally and vertically through the entire image, adapting the algorithm at each
step.

Within each windowed sub-image of 32 lines and 32 pixels per line,

a sub-image intensity histogram is formed by tabulating the number of occur-
rences of each pixel intensity as a function of pixel intensity. Since the

existing LAHE computer program operated on video with 6 intensity bits

per pixel, the original SAR data were first converted to this format. A sub-

image histogram might appear as in Figure 11.

8491 /21980
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Figure 11. Equal intensity level slicing.

If the sub-image is displayed on a cathode ray tube which generates 16 shades

i AL S eV 0,

of gray, the result is equivalent to slicing the gray scale axis of the histogram
’i into 16 equally spaced levels, However, if the amount of information con-

‘, veyed by each gray level is proportional to the number of occurrences of

: that gray level, then not all shades of gray in the displayed image carry the
same amount of information., To maximize the information in each gray level

from an entropy point of view, all gray levels should have an equal proba-

bility of occurrence. This can be achieved by reassigning the intensity




boundaries between displayed gray shades such that all display gray shades
occur approximately the same number of times, Thus, if 16 gray levels are
displayed, each one should occur about -3—2—1’2—3—2- or 64 times within each sub-
image of 32 lines with 32 pixels per line. This means that the areas under
the histogram curve between successive gray level intensity boundaries

i
gshould all be about equal, as shown in Figure 12,
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Figure 12. Equal area slicing.

The LAHE process computes the sub-image histogram, finds the
equal-area gray shade intensity boundaries, and then assigns a new gray
shade to the center element of the 32 by 32 window based on the new gray
shade intensity boundaries. The window position is then moved to the right,
one element at a time until the current line has been processed, at which
time the window moves down to the left edge of the next line and steps across.

The process of forming a histogram around each picture element is
quite time consuming. It would be more efficient to compute a histogram
and equalize a group of picture elements rather than just one. A trade-off
study was performed to determine the optimum number of elements to equal-
ize within each window area. Based upon the histogram in the sliding window
of 32 rows by 32 columns, the picture elements in the center N rows and N
columns were adjusted, for N=1, N=2, N=4, N=8, N=16, and N=32., It
was found that for N=8, 16, and 32, thé enhanced picture has a "boxy' look,
i, e., the algorithm adaptation boundaries are visible, while for N=1, 2, and
4, this effect is absent, Therefore, the conclusion was that the pixels in the

center forr rows and four columns of each sliding window could be equalized

simultanzously without undue picture distortion while producing good com-
putational speed.
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The LAHE technique was therefore performed with N =4 to obtain
represéntative and cost-effective performance. The results are shown in
Figure 13. It can be seen that LAHE improves small area contrast, This
can be seen in the tree area above and to the right of the bridge scene and
at the right edge of the train scene of Figure 13, LAHE is subject to the
same criticism directed at the LABGC technique, namely the amplification
of clutter. For this reason, neither of these two techniques were considered
further. With the addition of target area detection logic to allow the proc-
essor to decide when and when not to apply its algorithm, such techniques
might be more useful. But the presence of such logic would place the tech-
nique in the class based on feature analytic methods, so further discussion

will be deferred to Section 4 of this report.

One-Dimensional Haar Stockham Nonlinear Filter

The nonlinear filtering process originally derived by Stockham (1972)
is based on a specific mathematical model of what comprises the image inten-
sities. The model considers the energy imaged by a sensor to be proportional
to the amount of energy which illuminates the target and to the reflectance char-
acteristics of the target. Thus a pixel at position (x, y) has an intensity I(x, y)=
lx’ y e y' where ix le the illumination component and 2 ¥ is the reflectance
component, Taking the logarithm of I(x, y), we obtain D(x, y) = log I(x, y) =
log ix, y + log Y y' Generally, the illumination component w111 be diffuse and
smooth so that its logarithm will be made up mainly of low frequency compo-
nents in the transform domain, The reflectance component, however, varies
greatly from one target element to the next, and it is this property which pro-
vides the image detail. For this reason, the logarithm of the reflectance compo-
nent will be heavily made up of high frequency values in the transform domain.
To enhance the detail due to the reflectance components, the high frequency
terms should be emphasized and the low frequency terms attenuated to
correspondingly attenuate the overall illuminance.

By taking the Fourier transform, for example, of D(x,y), we obtain
F [D(x,y)] = F[log ix,yl = F(log rx,y]' and these two components should
inherently be separated in frequency, Thus it is easy to construct
AF [log ix,y] + EF [log By y] = F [Alog rx,y] = F [Elog rx,y] = F [Alog ix.y+

Elog r ] = F [D (x,y)], and taking the inverse transform

X,y
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D(x, y) og i, ? ogr, o

is obtained where A and E are multipliers signifying the attenuation of
illuminance and emphasis of reflectance, respectively. If the image is

A
exponentiated, an enhanced image I is obtained by

A A
I(x,y) = exp (Dx,y) = ix,y . rx,y'

Stockham's origin = vork employed a filter in the Fourier domain.,
Because the Haar transform can be computed with additions and subtractions
only, it has greater potential for real-time mechanization than does the
Fourier transform, which requires numerous multiplications. Thus, a
Haar domain filter equivalent in function to the Fourier filter originally
used by Stockham was derived.

The generic one-dimensional Haar non-linear filtering process is

described as follows. Let

I = column of pixels in original image (%2n x 1 vector)
H = Haar transform operator (2n x 2n matrix)
H-l = inverse Haar transform operator (2n x 2n matrix)

S = Haar domain filter characteristic (2n x 2n matrix)
A
I = column of pixels in enhanced image (2n x 1 vector)

First, a logarithmic conversion is made, followed by a Haar transformation,

H [1og (1],

where the notation log (I) denotes a 2n x 1 vector, each of whose elements is
the logarithm of the corresponding element of I. The Haar transform of the
logarithm of the image is then multiplied by filter coefficients, inverse

transformed and exponentiated, i.e.,

1= exp[H!. s.H. log (D],
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where the notation exp [A] denotes a 2n x 1 vector, each of whose elements
is the exponential of the corresponding element of A, This process is
applied to each column of the original image until the entire image has been
processed.

It was decided to first examine these filtering techniques in one
dimension only, because to perform two-dimensional filtering requires that
the entire process described in the preceding paragraph be repeated on the
rows of the one-dimensionally filtered image. Filtering in the second dimen-
sion requires image transposition. Most SAR images of interest have enough
resolution and coverage that the image data must reside in secondary storage,
such as on a disk. In this case, image transposition is a time consuming
process, requiring many input/output operations from and to the disk.
Because of this, the processing time for two-dimensional filtering is much
more than a factor of two greater than the processing time for one-dimensional
filtering.

The transfer function magnitude of Stockham's filter is shown in
Figure 14. It basically has a high pass characteristic, reflecting the intent

to attenuate low spatial frequencies and emphasize higher spatial frequencies.
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Figure 14, Stockham Fourier filter transfer
function magnitude.

Computations were performed to obtain a matrix corresponding to the transfer
function shown in Figure 14, For computational simplicity, the off-diagonal
terms in the resulting matrix were set to zero, yielding the approximate

Haar domain equivalent filter characteristic shown in Figure 15,
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Figure 15. Haar domain filter derived from the Stockham Fourier filter.

The computer program which performed Stockham non-linear filtering
required the input image data to be in a 6-bit per pixel format, so the con-
version from floating point to 6-bit fixed point representation was first made.
The Haar domain filter was then applied. The results are shown in Figure 16,

Image contrast has been improved, as evidenced by the convoy at the
lower right of the bridge scene and the bright point returns at the upper left
of the train scene. Also, the clutter emphasis effects present in LABGC and
LAHE are much diminished in Figure 16, The amount of operator perfor-
mance improvemgmi. however, is not expected to be of any practical signifi-
cance., There is an overall gain in image enhancement with the Stockham

filter. but not enough to produce improved operator performance,

One-Dimensional Haar Non-Linear Crispening Filter

Since edge information is important in target location tasks, it
could prove desirable to emphasize edges in SAR images. This can be done
in one dimension by a second derivative operator in the form I-kD}Zt, where
k is a gain constant and I and Di are the identity and one-dimensional
spatial second derivative operations, respectively. Figure 17 illustrates
the significance of subtracting a weighted second derivative from a function.
Figure 17a represents the spatial profile of image intensities found in transi-

tioning the boundary of a white and a black area. Figure 17c shows that
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Figure 16, One-dimensional Haar Stockham
non-~linear filter enhancement.
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subtracting some of the second derivative from the original function increasecs
the magnitude of the transition from peak white to peak black and decr:eases
the spatial separation of the local image intensity extrema. These two
effects contribute to the perception of a sharper edge. Such differentiation
operations in the spatial domain are highly susceptible to image noise. An
operator was therefore derived to perform the differentiation in the Haar
transform domain. The reasoning was that since the Haar transform coef-
ficients are computed from sums and differences of the image data, some

of the noise would be averaged out in the transform coefficient computations,
The approach taken was the same as that used to derive the Haar equivalent
of the Stockham Fourier filter. It can be shown that the Fourier domain

filter which performs a second derivative operation is a diagonal matrix
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whose elements increase in magnitude proportional to the square of the

corresponding spatial frequency. Such a characteristic is shown in Figure 18,
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Figure 18. Fourier second derivative filter
characteristic.

By the use of the change of basis matrices, an equivalent Haar domain filter
was obtained.

As with the Stockham non-linear filtering computer program, the non-
linear crispening program required the input image to be in 6-bit per pixel
format. The necessary conversion was performed prior to filtering. The
images then underwent the logarithm operation, were filtered in one dimen-
sion with the non-linear crispening filter, and then exponentiated., Figure 19
shows the processed images obtained using a gain constant of one, As can
be seen from the black dots at the edges of the highest brightness objects,
particularly in the train scene, the steepness of edge transitions has been
increased. Although not obvious in Figure 19, an investigation of the sensi-
tivity of this technique to image noise (Ketcham, Lowe, and Weber, 1976)
indicated that Haar transform edge crispening is more noise sensitive than
LABGC or LAHE, particularly with radar imagery. For this reason, and
because the increase in t-;rget conspicuity with this process is marginal, it
was decided that further modification was necessary to make such a tech-

nique viable, These modifications are described later.

One-Dimensional Haar Linear High Pass Filter

Recall from the discussion of the Haar Stockham non-linear filter

that the image data stored on the disk in floating point format was converted
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Figure 19. One-dimensional Haar non-linear
crispening enhancement.

i




S

T T T TE e —— = IR T L W TR

to 6-bit per pixel format — a logarithmic operation — prior to filtering. The
first step of the non-linear filtering process is to perform another logarithm
operation; hence, two logarithm operations were performed on the floating
point image data, as shown in Figure 20. If the 8-bit fixed point data are
considered to be the original image, then the additional logarithm step of

the non-linear filtering process is appropriate to perform Stockham non-lineazr
filtering on the 8-bit data. However, if the floating point data on the disk

are considered to be the original image, then the second logarithm step is

not necessary to achieve Stockham non-linear filtering of that original data.

HAAR STOCKHAM NONLINEAR FILTER

“ORIGINAL" l— j
!
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Figure 20, Block diagram of the Haar Stockham non-linear
filtering process for fixed point original data.

If the floating point data are considered to be the original image,
then after the logarithmic conversion to fixed point and the spatial frequency
filtering steps, the fixed point output should be exponentiated to floating
point format for comparison with the original image. Since floating point
data can not be displayed, the logarithm would have to be taken to convert
back to fixed point for display. Thus, the final exponentiation and logarithm
steps are both omitted, since they would cancel each other. Figure 2la
illustrates the theoretically necessary steps, while Figure 21b indicates
what was actually performed. It can be seen that the two sequences are
equivalent.

The high pass filter characteristic shown in Figure 15 was used in
the linear filtering investigation, Only the logarithm and exponentiation
operations shown in Figure 20 for the non-linear filtering sequence were
omitted; otherwise, all filtering parameters were the same as those used in

the examination of Haar Stockham non-linear filtering., The results are

shown in Figure 22,
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An increase in contrast and edge sharpness due to the relative emphasis

of high spatial frequencies over low spatial frequencies of the high pass

filter is noticeable in the enhanced images. Comparison with the non-

linearly filtered images in Figure 16 indicates little practical difference;
although, the non-linzar process may provide somewhat better enhancement

in the low brightness areas of the image. Such marginal differences do not
seem to be worth the additional cost of non-linear processing. Linear high
pass filtering does not have the clutter emphasis problems of LABGC or

LAHE and is about the same as Stockham non-linear filtering in this regard.

One-Dimensional Haar Linear Crispening Filter

The rationale which led to the investigation of Haar linear high pass

filtering applies as well to the process of Haar non-linear crispening. If

the words ''Stockham non-linear filter' are replaced by 'non-linear crisper-
ing filter'" and the words "high pass'' are replaced by 'crispening" through-
out the discussion of one-dimensional Haar linear filtering, one obtains the
rationale for Haar linear crispening.

As with high pass filtering, the same crispening filter characteristic
was used for both linear and non-linear processing; namely, the filter char-
acteristic shown in Figuie 18. A gain value of k = 0.5, however, was
employed in the linear processing. The linearly processed images are
shown in Figure 23, The linearly crispened images appear to have sharper
edges than do the originals. There is, however, a tendency toward grain-

iness which would become more pronounced as the signal-to-noise ratio of

the original images was decreased. Relative to the non-linearly crispened
images in Figure 19, the linearly crispened images appear to have better
contrast arnd edge sharpness. This is probably due to the edge transition
compression effect of the logarithm operation prior to crispening in the non-
linear process. The subsequent exponentiation is then unable to make up for
the loss in contrast produced by smaller edge transitions due to taking the
logarithm. Finally, in comparison to the linearly high pass filtered images
in Figure 22, the linearly crispened images have about the same contrast,
somewhat better sharpness, and somewhat more granularity. The greater ﬁ

granularity implies poorer noise sensitivity properties.
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One-Dimensional Fourier Modified Crispening Filter

The four preceding image enhancement techniques were implemented
in the Haar transform domain because the Haar transform required opera-
tions which are fewer in number and simpler in nature than the Fourier trans-
form. A consideration that tends to offset the computational advantage of the
Haar transform is that some approximation is usually necessary in the Haar
domain to maintain the computational simplicity of the Haar domain filter.
This is because the Haar filter which is equivalent to a desired Fourier
domain filter characteristic frequently has a large number of non-zero off-
diagonal terms, even when the Fourier filter has none. These non-zero off-
diagonal terms are often ignored to simplify the filter mechanization, but
the resulting filter is not an exact equivalent of the desired characteristic.
In the interest of avoiding such approximation problems and any potential
loss of image enhancement performance that might be associated with them,
the remaining five image enhancement techniques were all implemented in
the Fourier domain,

As found in a noise sensitivity study of LABGC, LAHE, and Haar
domain linear and non-linear crispening (Ketcham, Lowe, and Weber, 1976),
the crispening process had the highest susceptibility to image noise. This
is not surprising in view of the increase in crispening filter gain in propor-
tion to the square of spatial frequency. Reasoning that the effect of wide-
band image noise is more noticeable at high spatial frequencies (scintillation
noise, radar glints, etc.) than at low or middle spatial frequencies, it was
conjectured that a better crispening filter might be obtained by rolling off
the filter gain above some cutoff spatial frequency. The cutoff frequency
should be chosen so that most of the target spatial frequencies still are
crispened. Such a filter characteristic is a modified crispening filter.

A generic filter characteristic for the modified crispening filter is
shown in Figure 24, The parameter FREQ is the filter cutoff frequency in
cycles per image dimension; BAND is the frequency interval over which the
filter gain rolls off beyond cutoff in cycles per image dimension; LEVEL is the
filter gain for frequencies greater than FREQ + BAND, and GAIN is a scale
factor which multiplies the portion of the filter characteristic corresponding
to frequencies below FREQ + BAND. In addition, a parameter WFACT was
a weighting factor which determined how much of the modified second deriva-

tive information was subtracted from the original image data. All these
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Figure 24. Generic modified crispening filter
characteristic.

parameters were independently variable through software. Some optimization
of the modified crispening filter with respect to these parameters was per-
formed. The performance of the filter was found not to be sensitive to param-
eter variations of less than about half an order of magnitude, so that once

the correct order of magnitude of a parmeter value was discovered, further
identification of "optimum'' values within a factor of about three was
unnecessary,

The modified crispening filter program, and all the subsequent
enhancement technique programs employing filters in the Fourier domain,
were written to accept floating point data as stored on the disk as input. The
original data were Fourier transformed, multiplied by the modified crispen-
ing filter coefficients, and inverse Fourier transformed. This floating point
filter output was multiplied by WFACT and subtracted from the original
floating point data. The resulting image data were then logarithmically
transformed to fixed point mode for display. With the exception of the loga-
rithmic conversion required for display, the Fourier modified crispening
filter is an entirely linear operation. Figure 25 shows representative results
of the modified crispening filter process with parameter values: GAIN =
0.00192, FREQ = 20, BAND = 108, LEVEL = 0,25, and WFACT = 0,25,

Comparing the originals with the enhanced images in Figure 25, it
is apparent that the enhanced images are somewhat smoother because of the
high frequency rolloff. Because of the relative low frequency de-emphasis,

the contrast in the enhanced images seems to be slightly better than in the
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originals. The edge sharpness is about the same as Haar non-linear
crispening; although, the modified crispening filter shows better contrast.
Comparing the Haar crispening filter (Figure 21) with the modified crispen-
ing filter (Figure 25), it is apparent that the high frequency rolloff is effec-
tive, The edges are not as sharp, and there is much less image granularity.
The objective of obtaining better noise suppression in a crispening type filter
was achieved. However, the image enhancement provided by such a filter
was not large, and further evaluation of this technique does not appear to

be merited.

One-Dimensional Fourier Multilobe Filter

The Fourier multilobe filter was a further aitempt to obtain edge
enhancement with the additional property that the filter is "tuned' to a target
size of interest. The rationale for the development was as follows. A target
whose intensity profile in a given spatial dimension is a rectangular pulse of
extent n pixels will have a spatial frequency amplitude spectrum (Fourier

transform) of the form

if there are a total of N pixels along the given spatial dimension. If the abso-
lute value of this spectrum is plotted as a function of f, it is seen that zeros
occur at values of f equal to %\L, where k=1, 2, 3, .... Local maxima of

n

the specirum magnitude occur at f = 0 and (jk +1 N, where k=1, 2, 3, ...
: 2 .
««, taking on values of 1 and (mw, respectively., The product of the

location and the magnitude of the local maxima beyond the first zero of the

amplitude spectrum is a constant, i.e, ‘L(Zk—;l-) —r—l:]—J [m%-ﬁj= %’ a
f

constant independent of k., This is in effect a T roll of spatial frequencies.
The multilobe filter is intended to achieve edge crispening by combat-
ting the%rolloff. It does so by applying a filter characteristic whose local
maxima are positioned coincident with those of the amplitude spectrum of a
given target of interest beyond the first zero and whose magnitude at these
local maxima increases linearly with spatial frequency. Between local max-

ima, the multilobe filter gain decreases linearly to some low residual level,
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Figure 26 shows a generic filter characteristic for the multilobe filter. The
number of lobes N is just half of TSIZE, which is the spatial extent in pixels
of the target of interest. Thus the filter characteristic shown in Figure 26
corresponds to a target size of 4 pixels, because there are two lobes, The
target extent TSIZE also determines the spatial frequency location FO of
the first local maximum of the multilobe filter, so if TSIZE = 4, then FO =
32 cycles per image dimension. The parameter BAND specifies the width
of the lobes at their base as a fraction of 2FO, which is the maximum pos-
sible value; LEVEL is the ratio of the residual relative filter gain to the
amplitude of the local maximum of the relative filter gain on the first lobe.
The parameter GAIN is a multiplicative amplitude scale factor for the entire
filter characteristic. As with the modified crispening filter, TSIZE, GAIN,
BAND, and LEVEL were independently variable.

Effort was expended to optimize the parameters GAIN, BAND, and
LEVEL. It was found that BAND = 1 consistently gave the best performance,
and LEVEL = 0.5 was a good value. The optimum value of GAIN could not
be identified quite as accurately, but values on the order of 10"2 gave the
best results.

To apply the multilobe filter, the original {loating point data were
Fourier transformed, multiplied by the multilobe filter coefficients, and
inverse Fourier transformed. The floating point filter output was then loga-
rithmically transformed to fixed point mode for display. Figure 27/ shows
representative multilobe filter results, using parameter values GAIN = 0,02,
TSIZE = 2 pixels, BAND =1, and LEVEL = 0, 5.

The filtering direction for the images in Figure 27 was horizontal.
Since the filter was 'tuned' to objects of extent 2 pixels in the horizontal
direction, the road is visible in the upper half of the image where it runs
transverse to the filtering direction. In the lower half of the image, how-
ever, the road is nearly indistinguishable, because it runs more nearly
parallel to the filtering direction and has a greater spatial extent in the
filtering direction than that size to which the filter is "tuned', It appears
that the filter is selectively enhancing those objects of the size to which
it is "tuned'. The difficulty is that the filter tuning is too selective, i.e.,
other objects of different sizes, which are important for orientation, con-

text, and similar information, are being tuned out. Due to the resulting
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degradation of the images compared to the originals, this filtering technique

does not warrant further investigation,

One-Dimensional Fourier Multinotch Filter

The disappointing results obtained with the multilobe filter indicated
that a different filter characteristic representing a different filtering phil-
osophy was in order. The concept of "tuning'' the filter to a specific target
size or spatial extent still was thought to be desirable. The multinotch filter
incorporates this property, as did the multilobe filter. Given the target
spatial frequency amplitude spectrum

mfn
sin NG

nfn
N

an inverse filter with frequency characteristic

nfn
N
win

sin N

would have the property of emphasizing high spatial frequency components of
a target signature of a certain spatial extent, The difficulty with this inverse
filter is that its gain tends to infinity for spatial frequencies near the values
of f =kN/n, k = 1, 2, 3, ....., because the sin 7wfn/N term in the denomi-
nator goes to zero at these points. Thus an approximation to the inverse
filter must be implemented.

The approximations employed were to limit the filter gain to not more
than a specified value over the applicable range of spatial frequencies and to
use a piecewise linear function as the filter characteristic. Figure 28 shows
a generic multinotch filter characteristic. As with the multilobe filter, the
number of notches N is half of TSIZE, which is the spatial extent in pixels
of the target of interest, Two notches are shown in Figure 28; hence, the
corresponding target size is 4 pixels, The target extent TSIZE determines
the spatial frequency location at which the filter gain first starts to decrease.
For TSIZE = 4, FO = 32 cycles per image dimension,

The parameter BAND specifies the width of the notches at their top

as a fraction of 2FO, which is the maximum possible value; BAND takes on
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values between 0 and 1. The parameter LEVEL is the ratio of the maximum
allowable relative filter gain to the local minimum of the relative filter gain
in the last notch, The parameter GAIN is a multiplicative amplitude scale
factor on the entire filter characteristic., The parameters TSIZE, GAIN,
BAND, and LEVEL were independently variable.

The optimization of the filter performance with respect to the param-
eters GAIN, BAND, and LEVEL produced similar results to those obtained
with the multilobe filter. A value of BAND = 1 gave the best performance,
and a value of LEVEL = 2 resulted in a sufficiently high value of maximum
relative filter gain. Values of GAIN on the order of 10-3 gave the best
results. The sequence of operations used to apply the multinotch filter
was the same as that for the multilobe filter previously described. Only the
filter characteristic was changed. The filtering direction was horizontal.
Figure 29 shows multinotch filtered images obtained with parameter values
GAIN = 0,001, TSIZE =2, BAND =1, and LEVEL = 2,

Since the inverse filter tends to make the amplitude spectrum of
targets of spatial extent TSIZE = 2 approach that of an impulse function, the
effect on the filtered image is that the target-sized objects on a line in the
filtering direction appear bright and everything else on that line appears
dark, This is particularly evident in the bridge scene by the dark horizontal
line which crosses the bright pixels corresponding to the bridge over the river
and in the train scene where the high intensity returns from the train and
power plant contain two-pixel-sized scintillations which cause a large filter
output at those points. Because of the logarithmic truncation scheme, inten-
sity distributions which are bimodal with peaks in the bright and in the dark
intensities will result in an image which appears to be binary, Due to the
"tuning'' of the multinotch filter to a specific spatial frequency and the fact
that it shapes the amplitude spectrum of its response to a target toward that
of an impulse function, the multinotch filter tends to produce an output inten-
sity distribution which is bimodal. The distribution peak in the bright inten-
sities reflects the filter's large response to target-sized objects; the distri-
bution peak in the dark intensities reflects its small response to non-target-
sized objects. This bimodality of filter response, coupled with the fact that
a radar image of a relatively homogeneous ground area of large spatial
extent contains many return intensity variations of small spatial extent

within it, results in many areas in the image which cause a large filter
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response. This in turn reduces the target-to-background contrast and

generally makes tactical-~sized targets more difficult to detect.

Two-Dimensional Fourier Modified Crispening Filter

For reasons of computational simplification and lower processing
costs, our initial investigations of transform domain filtering techniques
were confined to one-dimensional processing. To answer the question of
whether filtering in both image spatial dimensions would improve the results
with the transform domain techniques, the one~dimensional technique which
is considered to be the most promising, namely the Fourier modified crispen-
ing filter, was extended to a two-dimensional process.

The input SAR images had 256 resolution elements in each spatial
dimension. The 65, 536-word array which is required to store the entire
image in floating point format would not fit in the available amount of Sigma
5 computer memory. Thus, to perform two-dimensional filtering on this
array using a 256-point Fourier transform required a large number of disk
input-output operations to achieve the necessary image transposition, Image
transposition in this fashion is often referred to as '"corner-turning'. How-
ever one quadrant of an image, a 128-by 128-pixel sub-image, would fit in the
available amount of computer memory. This leads to processing each 256 by
256 image by using a 128-point Fourier transform on each of the four image
quadrants of 128 by 128 pixels. Each quadrant could be processed separately
and later reassembled into a single image. The advantage of using a 128-
point transform over the 256-point transform was that fewer disk input-output
operations would be required, and therefore processing time and expense
would be reduced. Such a process was implemented.

The program read the original floating point data from the disk, one
row of 128 pixels in the first quadrant at a time, 7The 128-element row of
pixels was then Fourier transformed, multiplied . « set of 128 filter coef-
ficients, and inverse Fourier transformed. The filtered data were then
multiplied by the weighting factor WFACT, subtracted from the original data,
and the result was stored in a row of a 128 by 128 buffer array. Each row
of the quadrant was processed in this manner until one complete quadrant
had been read in, processed in one dimension (rows), and had filled the

buffer array,




Each of the 128-element columns of the buffer array were then
processed as follows. The column was transferred to a temporary storage
array which was Fourier transformed, multiplied by the same set of 128
filter coefficients as applied to the transformed rows, and inverse Fourier
transformed. The filtered column data were then multiplied by the weight-
ing factor WFACT, subtracted from the corresponding column of row-
processed data in the buffer array, and the difference was stored in the
correct column in the buffer array. When all 128 columns in the buffer had
been processed, the data in the buffer array were logarithmically converted
from floating point to fixed point mode and output to a temporary storage
file on the disk. The entire process was then repeated on the second, third,
and fourth quadrants of the original image, and each quadrant was output
to a unique temporary storage file on the disk.

When all four quadrants had been processed, the temporary files of
processed data were read back into the computer memory and reassembled
into a single image. The final processed image of 256 by 256 pixels was
assembled one row at a time in memory and output one row at a time to a
permanent storage file on the disk, from which it later was displayed.

It was anticipated that the form of two~dimensional filtering described
above would produce some boundary effects at the points where different
quadranfs butted against each other. Although such effects are not desirable,
the advantage in input-output efficiency was deemed to outweigh any dis-
advantage of these boundary effects, particularly for an initial study. To
make it possible to isolate unwanted boundary effects due to the contrast
enhancement properties of the filter, the floating point original data on the
disk were processed as described above with a filter weighting factor of zero.
This produced new originals which show quadrant boundary effects.

The generic filter characteristic used in two-dimensional Fourier
modified crispening is the same as that for the one-dimensional modified
crispening filter shown in Figure 24, and the remarks concerning optimiza-
tion of the filter performance with respect to the filter parameter values
apply here as well, Figure 30 shows the two images processed by two-
dimensional modified crispening., The filter parameters, scaled to an image
with 128 pixels per dimension, were GAIN = 0, 002, FREQ = 40, BAND = 24,
LEVEL = 0, and WFACT = 0,25,
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It is apparent that two-dimensional modified crispening improves
target-to-background contrast, particularly for isolated targets such as the
convoy at the lower right of the bridge scene or the pair of objects in the
upper left corner of the train scene. The strong returns from the power
plant complex produce some intensity smearing., This effect can be mini-
mized by thresholding prior to filtering. Disregarding the effects of quad-
rant processing in Figure 30 and comparing these results to the one-
dimensional modified crispening filter (Figure 25), the two-dimensional
version clearly has a greater effect on image contrast. However, the higher
contrast observed in Figure 30 is not judged to provide a sufficient opera-
tional performance increment to be cost-effective. A hardware mechaniza-
tion would have to implement the functional equivalent of the process and
would neither be simple nor inexpensive. In view of these considerations,
further efforts in this type of two-dimensional filtering, particularly for
real-time applications, should perhaps be directed toward radar or other
sensors with higher resolution than the 20-foot resolution SAR data used in

this program.

Two-Dimensional Fourier Matched Filtering

Having implemented a form of two-dimensional filtering, it was
decided to briefly investigate matched filtering as a technique for better
utilization of dynamic range. Matched filtering is a technique which comes
from signal detection theory (Van Trees, 1968; North, 1963; Nahi, 1969) in
which the optimum linear filter for detecting a known signal in the presence
of noise is the filter whose transfer function in the Fourier domain is the
same as that of the known signal which is to be detected. This filter is
optimum with respect to the criterion of maximizing the detected signal to
filtered noise ratio at the output of the filter.

Although the target signatures of interest are two-dimensional and
therefore have two-dimensional Fourier transforms, these two~dimensional
transforms are separable into a product of two one-dimensional transforms,
each corresponding to one of the orthogonal SAR sampling directions. Thus,
tie two-dimensional Fourier transform of the rectangular target can be

written as

;
mf n mf m 1
i T et 1
sin N sin N . i
mf n 7f m H
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where fx and fy represent spatial frequency and n and m represent target
size in the x and y directions, respectively. This is the transfer function
of the matched filter for detecting a target in ¢, Under this filtering
philosophy, noise is not only »adar scintillation, spurious signals in elec-
tronic components induced by thermal effects, and processor roundoff and
truncation errors, all of which are commonly considered sources of noise, |
but also any image information produced by objects in the scene which are
not of the size we seek to detect, However, image information other than
target signature is important in SAR target detection for orientation and
context cues. Thus, a useful filter must not eliminate too much non~target
information.

The matched filtering evaluation was restricted to targets which were
square. This allowed some simplification in the processing program because
the same filter characteristic could then be employed in both directions.
The generic filter characteristic for one filtering direction is shown in
Figure 31. Since the target was assumed to be square, the filter character- { 0
istic for the other direction was identical.

The overall two-dimensional matched filter has a characteristic
which is a surface in three dimensions, a cross-section of which, taken at
a constant spatial frequency in one dimension, has the shape shown in Fig-
ure 31. The number of lobes in one dimension is half the target spatial
extent TSIZE, in pixels, in that dimension. The parameter GAIN is an
overall amplitude scale factor and from the standpoint of matched filter

theory has no effect on the output signal-to-noise ratio, so it can be set to 1.

i 4 <
S
LOBE 1 LOBE 2 8
GAIN % T
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] —
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Figure 31, Generic matched filter characteristic,
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The filtering procedure was as follows. The first quadrant of float-
ing point data was read row by row from the disk and each row was filtered
in one dimension. The one-dimensionally filtered data were then multi~-
plied by a weighting factor WFACT, added to the original data, and the sum
was stored in a buffer array. The weighting factor WFACT was used to
control the relative amounts of original and filtered data comprising the
final processed image to prevent the elimination of too much non-target
information, Having filtered each row of the first quadrant, each column
was filtered with the same transfer function as applied to the rows.

The filtered columns were multiplied by WFACT, added to the corresponding
column of row-processed data in the buffer array, and the sum was stored

in the appropriate column of the buffer array. The ratio of original data to
two-dimensionally filtered data in the final image was therefore 1 to (WFAC T)z.
After all the columns in the first quadrant were processed, the data in the
buffer array were logarithmically converted to fixed point mode and output

to a temporary storage file on the disk., The process was then repeated on

the second, third, and fourth quadrants, and the final image was reassem-

bled from the processed quadrants as described previously.

Figure 32 shows the results of two-dimensional matched filtering §
with TSIZE = 2 pixels, i.e., objects which were 2 x 2 pixels (40 x 40 feet)
in size. So as not to lose context information, a conservative weighting
factor of WFACT = 0.25 was used, which means that the filtered scene data
had a relative weight of 1/16 that of the original scene data. At this low
relative weighting, an improvement in small target contrast can be discerned,
as exemplified by the convoy at the lower right of the bridge scene. However,
intensity smearing from the strong return areas occurs and is present in
the train scene. This can be largely eliminated by thresholding prior to
filtering., The filtering program was modified to perform the threshcld
operation,

As each row of floating point data was read from the disk, the pixel
intensity values were compared to a threshold, Those pixels whose intensity
value exceeded the threshold had their intensity value replaced by the thres-
hold value. After this operation, the filtering process went through as pre-
viously described. The threshold value was a number which represented a
given percentile point on the image intensity distribution, as determined

from SAR image histograms and cumulative distributions.
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matched filtering enhancement.
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. The 95th percentile of the image intensity distribution was found to
b produce good suppression of intensity smearing, as shown in Figure 33.
The weighting factor used in Figure 33 was WFACT = 2.5, so the filtered
data had a relative weight of 6.25 times the original data. The filter char-

acteristic was the same as that used for the non-threshold images in Fig-

ure 32. The effects on small target contrast with thresholding are about
the same as without thresholding., The thresholded images in Figure 33 are
i better due to the lack of smearing. Some loss of context information seems
! to have occurred in the thresholded images. This was due to the higher
v relative weighting of the filtered as opposed to the original data. The effect
| is as expected and indicates that relative weighting was too high in favor of

the filtered data.

As was the case with the two-dimensional Fourier modified crispening
filter, the two-dimensional Fourier matched filter enhanced small target
contrast, The overall improvement of SAR image quality for operator per-
formance improvement, however, was judged to be insufficient to justify

further examination.

CONCLUSIONS AND RECOMMENDATIONS

Eleven monochromatic image enhancement techniques were investigated
for their potential to provide improved SAR operator tactical target detection
performance. Existing and new filter characteristics were proposed and
implemented. Evaluation of the resulting processed images confirmed that
the techniques had the intended effect on the image data. In most cases, the
observed effect was judged desirable, but not of sufficient magnitude to
yield any significant increase in operator target detection performance. The
two exceptions to the preceding statement are multilobe and multinotch filter=-
ing, In these instances, the observed effect was so large as to be undesirable.
So much contextual information had been filtered out that the processed image
was less useful for target detection than the original image. The problems
with multilobe and multinotch filtering could ke alleviated by using a weighted
sam of the original data and the filtered data, as was done with the two-
dimensional matched filter.

In view of the results obtained with the one-dimensional filters and
the two-dimensional matched filters, we do not expect the monochromatic
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